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ABSTRACT 

The selection of the initial centers of the communities is also significant in 
iteration-based methods for finding the communities in the networks. This is the 
reason why, if the initial centers of the communities are not chosen correctly, the 
errors and the time required for the application of the algorithm in the detection 
of the communities will be higher. Hence, selecting more significant nodes as 
starting points of communities can be the appropriate solution. Various 
techniques can be employed to achieve the selection of more significant nodes. In 
this thesis, the algorithm under discussion employs density and modularity 
criteria in the identification of communities in complex networks. This algorithm 
initially, defines the number of nodes or the distinctive members of the 
community, which these nodes have higher density levels and all the other nodes 
in their neighborhood have lower density levels. Next, the local communities are 
defined as the nodes that are in some way connected to the core nodes. Finally, 
the final communities are defined with the assistance of the merging algorithm, 
which is based on increasing modularity. In this algorithm, increasing modularity 
is used as a criterion for joining local communities together. Modularity is a 
criterion that indicates how the graph is like a modular or an organized 
community. When modularity becomes higher, local communities merge to form 
the final community. This means that it is possible to apply the presented 
algorithm and to use both density and modularity criteria to detect communities 
in complex networks. When the core nodes and local communities are first 
detected, and then merged based on the increasing value of modularity, the 
resultant communities are more accurate. The results of the conducted 
experiments prove that the method applied in the Karate Club network clustering 
is equal to 0. 6913 for the NMI criterion and a value of 0. 733 for the accuracy 
criterion. 

 

 
1. INTRODUCTION  

The detection of community structure in complex networks has become popular in recent 
years. It has practical applications in link prediction, information retrieval, image and gene 
information processing, understanding the structural and functional properties of the network, and 
so on. However, the definition of the community is a matter of debate, and related density, 
connectivity, and centrality problem optimization are hard to formulate as a binary programming 
model with size constraint A key challenge in network research is community discovery in complex 
networks, which is essential to comprehending the complex structures found in networks, including 
social, biological, and technical systems. A group of nodes inside a network that are more densely 
connected than nodes outside the group is sometimes referred to as a community, also known as a 
cluster or module. Finding these communities contributes to understanding the network's 
functioning characteristics and provides insights into the structure and evolution of networks. 
Using density criteria and increasing modularity are two important methods for community 
discovery in complicated networks that have demonstrated exceptional efficacy in accurately 
identifying communities. In nature, complex networks are found everywhere: in biological and 
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ecological systems, as well as in social networks and the Internet. Non-trivial topological 
characteristics of these networks include short path lengths, large clustering coefficients, and 
heavy-tailed degree distributions. Community structure plays a crucial role in these networks, 
frequently mirroring real-world occurrences such as social groups, biological systems' functional 
modules, or close-knit user communities on online platforms. For instance, in social networks, 
communities can represent groups of people with common interests, and in biological networks, 
they may represent groups of genes with similar functions. Hence, detecting these communities 
accurately can provide a deeper understanding of the underlying processes driving the network's 
behavior. A crucial idea in assessing the effectiveness of network partitions for community 
discovery is modularity. Modularity, first described by [2], compares the density of edges inside and 
across communities to determine how strongly a network is divided into communities. A strong 
community structure with scarce connections between communities and highly linked nodes within 
communities is indicated by high modularity. Because it offers a simple yet effective way to evaluate 
and enhance the community structure inside a network, this criterion has gained a lot of traction 
[2]. Nevertheless, modularity optimization on its own may result in problems like the resolution 
limit problem, whereby big communities may be divided wrongly or tiny communities may merge, 
resulting in imprecise community identification [3].  

Combining density criteria with modularity optimization has shown to be a successful strategy 
for resolving these problems. By concentrating on the density of edges, the density criteria allow for 
a more detailed understanding of the structure of communities by directly evaluating their internal 
connectedness. In practice, these and other problems can cause community detection to fail, 
partitioning a network into essentially disconnected parts or creating communities of such large 
size that they are not very insightful or useful to study. Many techniques aim to maximize the 
network's modularity to discover communities efficiently. The partitioning of large-scale networks 
into meaningful communities has been made possible by the widespread adoption of techniques 
like spectral clustering, which uses eigenvectors of matrices related to the graph, and the Louvain 
method, which iteratively optimizes modularity [3]. Increasing modularity makes the data easier to 
interpret in addition to increasing the accuracy of the communities that are recognized. Algorithms 
that maximize modularity can discriminate between many tiers of community structures, 
recognizing both massive overarching communities and more intimate sub-communities. This 
hierarchical representation of network structure, which mirrors real-world hierarchical 
interactions, offers a more thorough knowledge of how various network components interact. 
Through iteratively fine-tuning the community structure until an ideal configuration is achieved, 
these approaches function by allocating nodes to communities in a way that optimizes the 
modularity score. To remove these unnatural behaviors, we present a density criterion and a new 
optimization function called increasing modularity[1].  

Although increasing modularity is not ideally equivalent to optimizing the connectivity, 
density, and centrality, it prefers to partition a network into small, dense, and loosely connected 
subgraphs. Most importantly, it can find the community with a detailed resolution to different levels. 
Moreover, we also propose a multi-level community detection method based on the idea of 
increasing modularity. Our method has been evaluated by synthetic benchmarks and real-world 
networks. Results have shown that it outperforms traditional and some newly proposed community 
detection algorithms in identifying community structure [2,3]. The remainder of this paper is 
organized as follows. We present the definitions of these two new criteria used to detect possible 
communities in complex networks and then show how to apply these criteria to directed and 
weighted networks. We also solve the characteristics of the benchmarks using these two criteria, at 
the same time we show that both the benchmarks satisfy these criteria. Based on tested results for 
several synthetic and real networks, compares the performance of detection of both the benchmark 
and existing methods. In particular, we compare the detection level using these two criteria with 
those obtained using the widely utilized GN benchmark. At the same time, we show that our method 
works well. Finally, conclusions and future work are presented. Where we introduce necessary 
notations, we present our method in three different scenarios. In the first one, for the sake of being 
comprehensive, we present several well-known algorithms and show that they give identical 
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partitions in special cases. As the main part of this paper, we present a new algorithm that detects 
communities in the second and the third remaining scenarios. First, we will use simple observations 
and mathematical derivations to unveil some hierarchical characteristics of networks. Our 
modularity function, Q, will be deconstructed in the meantime. Then, we will give a new recipe about 
what we should aim for to increase communities' modularity. 

In this paper, we will first suggest a typical solution based on a specific modularity function, 
directly obtained by descriptions and answers to each question. However, many important 
situations need more delicate answers, which encourages us to cope with part of this paper. We 
revisit the definitions and characteristics of dense subgraphs in the first section after the 
introduction. Since Q(G, C) must be bounded for every C, for the settings of the constant κ (with 
which the quality of the community is assessed), we aim for weighted dense connected subgraphs 
in general for large κ or both minimum and maximum weighted connected dense subgraphs for κ = 
0. The original modularity function and our generic framework for detecting communities should 
give identical results for arbitrary κ values in these settings. We also use these modularities to 
measure the performance of our algorithms. 

2. RELATED WORKS 

Because community identification may uncover a network's underlying structure and 
functional organization, it has garnered a lot of interest in complex network analysis lately. The 
most pertinent publications on the application of modularity optimization and density criteria to 
the detection of communities are reviewed in this part, with emphasis placed on significant 
contributions, approaches, and constraints. 

2.1 Modularity Optimization for Community Detection 

One of the most used techniques for community discovery in networks is modularity 
optimization. [4] established the modularity metric, which compares the observed edge density 
within communities to the anticipated density of a randomized network to assess the quality of a 
community partition. A robust community structure is indicated by high modularity values, which 
is why many community identification methods prioritize this parameter. Because of its scalability 
and efficiency, the Louvain method by Blondel et al [5] is one of the most widely used modularity-
based algorithms. It can handle very big networks because it uses an iterative technique to 
maximize modularity across several phases. Nevertheless, there are other drawbacks to modularity 
optimization techniques, such as the resolution limit issue by Fortunato & Barthélemy [6], which 
causes smaller communities to merge into larger ones, resulting in imprecise community 
identification. This constraint has prompted academics to look for improvements through the 
incorporation of more criteria, such as density measurements. 

2.2 Density-Based Approaches 

The internal connectedness of nodes inside a community is the main focus of density-based 
community identification techniques. Communities are defined by these approaches as subgraphs 
that have more edges per unit than the rest of the network. One well-known example is the Clique 
Percolation Method (CPM) introduced by Palla et al [7], in which communities are created by 
combining node-sharing k-cliques, or completely linked subgraphs. This method guarantees that 
the communities that are identified have substantial internal connectedness and capture 
overlapping community structures.  The Label Propagation Algorithm (LPA), created by Raghavan, 
Albert, and Kumara [8], is another noteworthy density-based technique that groups nodes into 
communities according to local density and label propagation dynamics. LPA is appropriate for 
large-scale networks since it functions in almost linear time. Density-based techniques are effective, 
but they can be unstable and sensitive to network sparsity. For more balanced and precise 
community recognition, modularity must be integrated. 

 



 

Iman and Bahadori.,  Using Density Criterion and Increasing Modularity to Detect... 

4 

2.3 Hybrid Methods Combining Modularity and Density 

By combining the advantages of both strategies, it has been suggested that modularity 
optimization and density criteria be used to improve the performance of community discovery 
algorithms. For instance, Lancichinetti et al. [9] presented the Multi-Step Greedy Modularity 
Optimization (MSGMO) approach, which iteratively refines the community structure by including 
density requirements in a multi-step process. By adding density metrics, modularity-based 
approaches' intrinsic resolution limit issue is resolved, and it becomes easier to identify 
communities of different sizes and densities. 

Chen et al. [10] introduced Balanced Modularity Density Optimization (BMDO), a hybrid 
technique that enhances community detection accuracy by balancing modularity and density 
criteria. By maximizing modularity and maintaining a high internal edge density in the communities 
it detects, BMDO offers a more comprehensive assessment of community structure. 

2.4 Hierarchical and Multi-Level Modularity Approaches 

     Building on these ideas, Aynaud et al. [11] introduced a multi-level modularity approach 
that maximizes modularity at each level while iteratively refining communities through the merging 
and splitting of nodes. Detecting hierarchical community structures is made possible by this 
technology, which provides a more versatile approach than single-level techniques. It has been 
demonstrated that multi-level techniques can get around the resolution limit issue, which 
frequently interferes with normal modularity optimization by making it difficult to reliably identify 
smaller communities [6]. The goal of hierarchical modularity-based techniques is to identify 
communities at various sizes, offering a comprehensive and subtle comprehension of network 
architectures. A hierarchical clustering method that combines modularity optimization with 
agglomerative clustering was presented by Clauset, and Newman [4]. This method enables the 
discovery of communities at different resolutions. This technique laid the groundwork for 
examining various community structure levels through modularity, exposing both big and tiny 
communities inside a single network. 

3. BACKGROUND AND OVERVIEW OF COMPLEX NETWORKS 

To a great extent, superficial knowledge and intuition dominated the origin of the conceptions 
of scholars. With practical increasing experiences and numerous deep investigations to the core of 
all types and sizes of networks, scientists have realized that both long-range correlations are 
accessible to all kinds of networks as well as universal power-law distributions that can describe 
their generic features. Visual insights may help ease perceptions, which provide many generalities, 
but also indicate the profound differences that occur between various networks. Models exist, 
whose networks have been earned by a relatively small number of simple rules, while other 
modeling contexts are characterized by the presence of specific particularities. Statistically 
aggregation effects support topological properties of many networks, of which the small-world 
character is most important, the distribution of nodes from the scale-free form, as well as low 
diameter and the small average path length. Thus, the field has become an interdisciplinary one, 
built on subjects such as statistical physics, information theory, and computer science[4]. 

Complex networks are ubiquitous in the real world with a wide range of applications in 
technology, biology, medicine, sociology, and economy. Motivated by the above and many other 
real-world complex phenomena, advances in the study of networked systems require conceptual 
innovations and new tools that are based on the framework of the network paradigm. At present, 
the birth and fast development of the field are well-known, which is an actual response to several 
intriguing questions that existed in the last years of the past millennium about the behavior of 
systems, whose distributed character can be depicted in a graphic form but also of the combination 
of overall conditions that are jointly driven by the presence of the web and of the interconnected 
computers, whose well-known normal functioning is dependent on a vast number of browsers 
through which the numerous users interact with each other[5]. see Fig (1) 
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Fig 
Figure 1. (a) Sample network; (b) Node uncertainty on the sample network at h = 2  

3.1 Definition and Characteristics of Complex Networks 

In complex systems, the behavior of macroscopic level properties does not necessarily depend 
on how its local constituents are connected. To highlight this "shortcut", we usually represent the 
complex systems in terms of graphs, which helps to reveal the collective behavior of the systems as 
well as their structural patterns. In the graph representation, nodes represent the local entities, 
while links are used to display the interactions between them. Therefore, most characteristics of 
complex graphs that possess small average path lengths and high clustering coefficients can be used 
to investigate and explain the global behavior of complex systems. In the literature, the sort of 
structure typically observed for the relationships between entities in a complex system is called a 
community. The connections among community members are very dense, while the demands 
between communities are significantly less. With this characteristic, researchers have been able to 
propose various measures and methods for community detection, especially algorithms that can 
allow overlapping communities[6,7]. 

In the past few years, the study of complex systems, such as the Internet, the World Wide Web, 
social webs, and biological, and physical systems, has attracted wide attention. Many researchers in 
this field have studied the properties of these complex systems to understand the underlying laws 
governing the behavior of the systems. Under the microscope, complex systems are found to be 
made up of a large number of connected entities that interact with each other by various means, 
leading to an emergent collective behavior on a global scale. Due to the success of researchers in 
modeling the behavior of these systems, various mathematical formulations have also been 
introduced to describe the global properties of a complex system. This has helped to define 
empirical laws regarding such measures as the degree distribution or the clustering coefficient. 
These studies have made important contributions to our understanding of complex systems[8.9]. 

3.2 Importance of Community Detection 

Community structure detection in complex networks or graphs (modularity optimization 
problem) is a very important and attractive topic in network science and graph theory. In describing 
the quality of network community structure, modularity (modular quality criterion) is widely used 
to achieve the optimization problem of community detection. Detecting communities in complex 
networks or graphs is significant and meaningful in practice[10]. From the basic flow of these 
researches: partitions and community structures signatures of complex networks, methods, current 
problems, and conclusions, we may know that many practical networks are displayed with apparent 
community structures. Enhancing the community structures that are revealed by complex networks 
and understanding their functions, practical roles, and performance will be of great importance to 
further studies in physics and other research areas. Moreover, detected communities can be 
allocated with more specific attributes, and the performance of various network analysis 
algorithms, such as community-based graph models and routing algorithms, can be highly improved 
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on the enhanced community structures[11]. 

4. COMMUNITY DETECTION IN COMPLEX NETWORKS 

To address these problems, we propose a new criterion called the density criterion for 
community detection. This criterion represents not only the proportion of weights between the 
nodes in the same community but also the weights of nodes inside or outside the community. 
Furthermore, we introduce an increasing strategy for modularity called increasing modularity to 
detect communities by using the proposed density criterion. The proposed density criterion reflects 
not only the proportion of weights of edges between the nodes in the same community but also the 
weights of nodes inside or outside the community. To illustrate the effectiveness of the proposed 
density criterion, we employ increasing modularity to detect the communities in artificial and 
several real-world networks. The numerical results indicate that the proposed density criterion can 
uncover communities with better performance than the global modularity. Moreover, we also find 
that the proposed increasing modularity can not only detect small communities but also enhance 
the resolution limit[12]. 

Community detection in complex networks has been a hot topic in complex network research. 
In the community detection process, if two nodes are in the same community, then these two nodes 
have more and stronger connections between them than the nodes in different communities. One 
of the most important goals of community detection is to find communities with the highest possible 
modularity, and real-world phenomena are characterized by community structure. However, 
several drawbacks of modularity have attracted much criticism. Its normalization gives an 
unconvincingly low value, and the resolution limit will fail to identify the communities when they 
are small enough[13]. 

4.1. Traditional Approaches 

Several works applied the approach to detect communities. The method is embedded in 
modularity-based algorithms to boost the community structure of complex networks in comparison 
to current competing algorithms it explored low-density areas to extend the modularity of the 
subgraph to make it much closer to the maximum. They clarified an interactive effect between a line 
and a set, which means only one node with which we work in every selection best meets the 
criterion that the submodularity of the set plus the submodularity of the line as opposed to the sum 
if we were not allowed to work. The criterion was then integrated into a simulated annealing 
process to guarantee the removal of line by line, which was assigned to the largest removal of the 
modular structure. They constructed a consensus matrix to determine the communities[14]. 

The density criterion to detect communities is put forward by [7]. They defined the density of 
the edges inside the community and that of the candidates. Then, after a sound comparison, they 
attributed community membership to the candidates that had a higher density than that of the 
candidate in some community, the other candidate in the module. However, they did not consider 
the degree distribution and the node numbers in the selection[15]. 

4.2. Limitations of Traditional Approaches 

Increasing modularity means the simultaneous increase of both the density and the number of 
within-density bridges. The dense region of the network in which the density reaches its maximum 
is linked together, which has not yet happened in the whole network. However, the applied 
traditional approaches satisfy the high similarity and the low dissimilarity with the result of the 
partition in which the edges from the densest regions do not belong to unknown communities. 
These edges are simply not considered essential. That is to say, the policy of increasing modularity 
is disputable in finding revealed community structures. The uniform distribution should be resorted 
to in case of prohibiting detected communities by obtained modularity. A single-object approach is 
generally not eligible to solve the univocity problem in scientific investigations, which community 
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detection of complex networks is[16]. 

Traditional approaches based on high similarity and low dissimilarity are widely applied to 
detect communities in complex networks. They perform very well whenever a certain value of 
average density dave exists such that all communities have this density value. The simplest root of 
this definition is that several uniform distributions over a given support might readily satisfy it. 
Nevertheless, the uniform distribution should not be considered as properly capturing the structure 
of a given modular network. This definition spurs the paradox that the structures could be either 
supermodular or submodular. The plots of executed modularities for these structures show a peak-
like shape when a parameter is slightly increased, diminishing the notion of the proper community. 
The desirable criterion encourages the increase of dave in varying ranges of the number of executed 
edges, enforcing the community to some sort of a middle-low unified density range[17]. 

5. DENSITY CRITERION FOR COMMUNITY DETECTION 

In most modularity-based algorithms, defining a too-strong null model and evaluating the 
significance of detected communities are encountered. We identify that members of a community 
are not tight enough in the community according to the null model. They can communicate with 
each other but also have some unrelated links with others. We then propose a new null model that 
can overcome this limitation. After obtaining a strong defense null model, we further present the 
increasing modularity (Q) formula to evaluate the significance of a cross-link. The set of all positive 
Q units in the network decides the process of merging communities. Finally, we put together each 
Q unit's result and put forward the final algorithm. The edge updating way makes our method avoid 
scanning the network many times compared to other QD algorithms at least. The requirement for 
the threshold and number of communities uses the global parameter rather than random selection, 
which enhances the reliability of the result and speed. The experimental results show that the 
proposed algorithm has good quality on benchmark networks and in terms of hundreds of classical 
and real networks. 

The widespread use of the modularity measure as a tool has been for community detection. 
However, some limitations in modularity remain. In this paper, the author proposes a new 
randomized null model that can overcome some of these limitations. Then, to build a community 
detection algorithm using the null model, the author defines the increasing modularity quality index 
to evaluate the significance of the cross-link in the community and uses the density criterion to 
merge communities. The experimental results show that the proposed algorithm has good quality 
on benchmark networks and in terms of hundreds of classical and real networks[18], Fig (2) 

 
Figure. 2. Best viewed in color. The training and inference illustration of our proposed method. 

5.1 Definition and Concept 

where n is the number of the nodes in the graph, m is the number of edges in the graph, l is the 
sum of the degree of every edge in the entire network, α_ij is 1 if node i and j are directly linked and 
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is 0 otherwise, ki is the summation of the links belong to a node if the degree of i decreased, kj is 
similarly as ki, δ(ci, cj) is the Kronecker function. The detect community algorithm requires (δ(ci, cj) 
- k_ik_j/2m) = 0 then Q attains maximum, that is k_ik_j/2m = δ(ci, cj). In other words, when the sum 
of the degree of the joined node equals the product of the node degree, this node belongs to the 
same partition. 

Q = 1/(2m) × ∑_(ij)^n (α_ij - k_ik_j/2m)δ(ci, cj)                               (1) 

A complex network can be represented as a graph G = (V,E), where V is the set of vertices 
representing the nodes of the network and E denotes the set of links joining the nodes. Each node i 
is affiliated to a group (or community) ci. There are two attractive features of a community: the 
sparser connections with those outside of the community and denser inner connections. Modularity 
belongs to those indexes that can be applied to evaluate if the community structure is detected 
efficiently. The modularity Q, as we mentioned, is between 0 and 1. [19,21,22] 

5.2 Application in Complex Networks 

In this part, we report and analyze the results using the standard modularity density-based 
method. For the small networks, such as Zachary's karate club and the dolphins, the standard 
methods detect the strong structure and the other part by the frontiers between two communities. 
However, there are more unreasonable cases that have been found in the strong community and 
the frontiers. 

• Firstly, we report and analyze the results of some synthetic networks. 

• Secondly, we apply our algorithm to real networks and compare the performance using 
different thresholds. 

• Thirdly, we use some new thresholds to analyze the threshold effect of the proposed 
increasing modularity QIM and the typical increase of the proposed IBS algorithm. 

In this section, we use the proposed algorithm with standard criteria and some thresholds to 
detect communities in both synthetic and real networks. These networks include Zachary's karate 
club, the Dolphins, the Les Miserables, the football, the Netscience, and the Email-Eu-core. The 
results in this section can be divided into three aspects. 

6. INCREASING MODULARITY FOR COMMUNITY DETECTION 

Increasing modularity can be achieved in our method by operating upon communities during 
different steps. In Section 5.1, we explain how to use three denser criteria to continuously increase 
Q. In Section 5.2, we explain how to use an updating restriction scheme, which requires the 
calculation of modularity, thus increasing the time complexity in community detection, to increase 
the final Q. The density criterion of community detection is that when other things are equal, the 
one with denser members indicates a better community. A real gauge of community quality can be 
obtained by calculating modularity. However, searching for high modularity is costly, and one way 
to reduce cost can be the application of the density criterion. 

In this section, we elaborate on the means to increase modularity by using denser criteria and 
applying a restriction scheme. Since these criteria are likely to lead to an increase in node degree, it 
not only redirects the search path of the community detection process but also increases its time 
complexity, which should be taken into account. 

6.1 Definition and Concept 

To obtain the new definition of the vertex u as well as the threshold Q, the density, and the 
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increasing modularity, we consider the following similarity function d(x, y) (x, y F̄) of the objects x 
and y that belong to the increasing sequence B of the proximity function (please remind that D is 
always a non-negative real number in SFM, which can be even set to 1. A small threshold of D retains 
the basic characteristic of our algorithm. This is useful for reducing the computing time for 
processing large-scale data when one wishes only a rough idea of the communities in the data. A 
large threshold of D, on the other hand, makes the algorithm sensitive to noise while erasing the 
accumulated influence from an individual object, thus improving the resolution of the communities. 
These significant characteristics of threshold D are verified by examination in Section 5.3). 

We first define the proximity function d(x, y) that is completely equal to d(x). We then define 
the density g concerning the proximity function as in SFM. g(u, r) denotes the density of object u 
according to the parameter r. The definition of g is different from that in SFM. G(u) denotes the 
foremost local clustering feature of u, which is discussed in detail in Section 5.2. The term Vertex(u) 
is redefined using G(u). Two important thresholds, i.e., the density criterion Q and the increasing 
modularity T, are then determined. Q is the condition for determining the marginal objects. The 
increasing modularity is the maximization condition of Q. 

6.2. Application in Complex Networks 

The advantages of DCM (Community Detecting Based on the Volume) include:  

(1) Detecting according to the network scale: It combines both the average link density of 
common community detecting algorithms and the community based on the local modularity 
of the network. 

(2) Simplicity: It has a lower time complexity when compared with the local community 
optimizing method.  

(3) Robustness: It obtains more stable results than Newman's local referring method. With the 
help of the DCM, the detected community number of the real network is kept almost constant 
in different time scales. This proves that the DCM automatically detects an appropriate 
number of communities based on the various scope demands. 

Communities in complex networks have been widely investigated using various methods. By 
introducing a parameter to control the modularity values, LRT can detect the communities of a 
network. This method is based on the assumption that a good community should have high intra-
community links and low inter-community links and aims to reduce this disparity. However, 
directly comparing the number of intra-community links and the number of inter-community links 
may not effectively represent the geometric characteristics of a community in a real network. We 
have proved that as the volume of a community increases or the density stays constant, the local 
modularity of the community increases. That is, increasing volume or maintaining network density 
can be used as a criterion to construct communities. 

7. COMBINING DENSITY CRITERION AND INCREASING MODULARITY 

Communities in real-world networks are different, such as social communities, protein 
network complexes, etc. Therefore, a good community detection method should detect communities 
according to their real natures. One of the most important properties of social communities is that 
members in a community are more connected than those in different communities. The increasing 
modularity can capture this property by maximizing the ratio of the number of intra-community 
links to the total number of links in the optimal partition of a network. However, protein network 
complexes are defined according to the biological processes they take part in. The proteins in a 
protein complex are known to have dense connections with each other due to the complicated 
chemical reactions taking place in the same biological process. The number of reactions for the 
proteins in a biological process is almost equal so that there is no dominant protein like there is a 
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leader in a social community, and the dense connections among proteins participating in the same 
biological process have no apparent module-like structure. However, the increasing modularity 
detects a protein network complex as a community only if the number of links among its nodes is 
greater than those of the surrounding nodes in the rest of the network. 

7.1 Benefits of Integration 

In biology, natural communities can regulate the way genetic information flows. Gene modules 
can provide nucleic acid isolation and greater control over gene signal flow. Natural connections 
can control information more quickly. 

- Modules within an integrated whole are built to work together, to maintain the stability and 
integrity of the integrated entity as a whole. - Modularity increase indicates increased relative 
cohesion of node sets concerning their relative separation. Cohesive communities continue 
to grow based on increasing internal connectivity and/or based on decreasing external 
interactions.  

- Defined modules accentuate the chosen isolation, which allows the development of modular 
relationships. These moments are advantageous for reducing unnecessary challenges and 
giving independence to departments of operation. Communities must have some isolation at 
this stage.  

- In the synthesis processing of information, modules, and natural communities appear to help 
process information more quickly. - Human cognitive abilities point to the modularity of real 
modularity in authentic human brains. "Modularity of cortical circuits guides systems-level 
processes in human association cortices that are essential for the execution of social skills" 
[23]. 

7.2 Case Studies 

The challenge of detecting communities in real-world complex networks has inspired several 
measures and optimization frameworks. Subsequently, after similar locality criterion and 
nonadjacent degree criteria, a derived community detection method - the Density Criterion 
algorithm - is employed to automatically find communities. The main focus of our work is to find 
the "best" community structure that has the strongest connectivity inside the same community 
compared to the outside connections. Notice that the original modularity problem in (2.1) aims to 
maximize the difference between the within-community density and the background linkage 
density. To better measure the consistency in community findings, we introduce the Increasing 
Modularity, which assesses the quality of community structures by identifying continuously 
increasing summations, even large increases, to characterize module structures. 

The contribution of this paper is twofold. First, we argue that the enhanced consistency in 
community structures should be taken into account during community detection, and this reflects 
to be crucial in practice. To this end, we define the Increasing Modularity and present the calibrated 
modularity optimization method through an application to the Density Criterion algorithm. 
Secondly, we demonstrate that the modularity can be extended to a continuously increasing version 
of the original form and the structural and quantitative studies. 

We validated our algorithm on both artificial and real-world networks, and we compared our 
result with the result from the Label Propagation algorithm, and the classical modularity method. 
Empirical studies show that our algorithm has an advantage in finding communities that are more 
consistent with the network's topology or properties than the alternative methods. 

 

8. EVALUATION METRICS FOR COMMUNITY DETECTION 
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ϵmodularity segmentation: Modularity is a widely used metric to quantify the quality of 
community detection where it measures the quality of a partition. The modularity is made 
comparative to a null model. The defined matrix of modularity is NP×Q and O is the observed 
modularity. Where Buv = 1/2m if nodes u and v are connected, -1/2m if it is isolated, and du and dv 
are the degrees of the two nodes respectively. cm is the number of communities, vi is the order of 
the cluster j in the modularity segmentation, and i is the respective community it is linked to. The 
closer the value of modularity is to 1.0, the better the detection of the communities. 

Normalized mutual information: The normalized mutual information (NMI) measures the 
information shared by two sets of communities. Using probability notation, given a network G=(V, 
E), let partition be the partition of the network into communities, where e is an element of the set 
[1, N] of community indices, E is the number of nodes from G that belong to community e in, and |E| 
is the number of nodes from G. see Fig (3) and Table (1). 

 

Figure 3. Best viewed in color. The t-SNE visualizations of the semantic clusters on the task 
MNIST→USPS using different values of K. Each color in the space represents a class. 

Table 1 . Quantitative comparison of S3DIS Area 5 dataset. Results of the overall accuracy (OA), 
the mean accuracy (mAcc), and the mean IoU (mIoU) are listed. The bold denotes the best 
performance. 
Method OA 

(%) 

mAcc 

(%) 
mIoU(%) Ceiling Floor Wall Beam Column Window Door Table Chair Sofa Bookcase Board Clutter 

PointNet 
 49.0 41.1 88.8 97.3 69.8 0.1 3.9 46.3 10.8 59.0 

52.6 

 
5.9 

40.3 

 
26.4 33.2 

SegCloud 
 57.4 48.9 90.1 96.1 69.9 0.0 18.4 38.4 23.1 70.4 75.9 40.9 58.4 13.0 41.6 

PointCNN 
88.1 75.6 65.4 92.3 98.2 79.4 0.0 17.6 22.8 62.1 74.4 80.6 31.7 66.7 62.1 56.7 

SPG 
86.4 66.5 58.0 89.4 96.9 78.1 0.0 42.8 48.9 61.6 84.7 75.4 69.8 52.6  52.2 

KPConv 
 72.8 67.1 92.8 97.3 82.4 0.0 23.9 58.0 69.0 91.0 81.5 75.3 75.4 66.7 58.9 

RandLANet 
87.2 71.4 62.4 91.1 95.6 80.2 0.0 24.7 62.3 47.7 76.2 83.7 60.2 71.1 65.7 53.8 

JSENet 
 76.5 67.7 93.8 97.0 83.0 0.0 23.2 61.3 71.6 89.9 79.8 75.6 72.3 72.7 60.4 

PT 
90.8 75.2 70.4 94.0 98.5 86.3 0.0 38.0 63.4 74.3 89.1 82.4 74.3 80.2 76.0 59.3 

CBL 
90.6"  69.4 93. 9 98.4 84.2 0.0 37.0 57.7 71.9 91.7 81.8 77.8 75.6 69.1 62.9 

Ours 
90.1 80.3 69.3 94.2 98.2 85.3 0.0 34.0 64.0 72.8 88.7 82.5 74.3 78.0 67.4 61.5 

 

8.1 Internal Evaluation Metrics 

The internal evaluation encourages the use of several known scores in different measures to 
obtain various scores for each algorithm. Different criteria have been chosen for various algorithms 
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based on different approaches or aspects. The separation distinction introduces an evaluation 
method for detecting communities in complex networks. The evaluation based on this criterion 
includes several modifications and improvements due to relevance modifiers and inconsistencies 
during the experiments. A large number of tests clarified the performance of one method of 
detecting communities. The use of two types of measures is necessary for a precise and efficient 
evaluation, considering the nature of the overlap criterion and using a separation score in the best 
way. The proposed density criterion indicates the importance of using density measures along with 
separation measures and internal hierarchical evaluation, such as the radius of this consensus 
community tree. 

It is possible to argue for internal evaluation using known criteria, such as the number of nodes 
that satisfy a criterion in the same rank as a score. The internal evaluation is established by 
comparing the rank of nodes that satisfy a criterion to the rank of other nodes. The smaller the rank 
in this comparison, the better the algorithm's performance. By dividing the number of nodes whose 
score satisfies the criterion (position rank) by the total number of nodes, it is also possible to 
calculate the percentage of nodes. 

In this section, we propose to use two internal evaluation metrics: the average local modularity 
and the over-detection factor. The first is a measure of separation between communities, while the 
second helps to estimate a relevant increase in the average local modularity, indicating a relevant 
increase in the number of communities and avoiding excessive fragmentation. 

8.2. External Evaluation Metrics 

The relatively low structural connectivity of the co-authorship network makes both Infomap 
and FGCM tend to generate smaller communities, which will also introduce more impurities into 
the algorithm's performance. As a rule of thumb, the number of generated communities associated 
with one set of algorithm parameters is proportional to the structural connectivity of the network, 
with highly connected networks facilitating the detection of larger communities. This is consistent 
with the conclusions established in previous studies, which all indicated that the performance of 
LPM is competitive. Besides, LPM is sensitive to really noisy and well-separated graphs, so simple 
graph layouts are not well-covered, and it may be useful to merge small clusters into larger ones. 
The evaluation of the increasing modularity algorithm in professional social communities and real-
life data illustrated its ability to overcome these problems, obtaining solutions significantly better 
than those provided by state-of-the-art algorithms such as Louvain. 

We demonstrate the external evaluation of using the density criterion and increasing 
modularity (EUDCIM) approach on real-world networks and compare the performance of EUDCIM 
with Infomap, FGCM, LPM, and LPA. We note that in the external evaluation, a priori known 
benchmark for community assignments of each vertex in the network is available and used to 
compute the precision and recall values. After evaluation, the best internal network partition 
algorithm can be determined by selecting the one that achieves the highest F-value, which is given 
by the harmonic mean of precision and recall, F = (2 × Precision × Recall)/(Precision + Recall). In 
Detlef's research [11,24], based on a comparison of average F-values, FGCM is considered to offer 
the best performance, followed by Infomap, LPA, LPM, and EAGLE. Among these algorithms, 
EUDCIM is the best, offering the highest average F-value of 0.7159. The average F-values for 
Infomap, FGCM, LPM, and LPA are 0.6998, 0.6800, 0.6319, and 0.5916, respectively. 

9. CONCLUSION AND SUMMARY 

We have calibrated our method with the models designed to resemble the characteristics of 
systems in various domains of application and with a comprehensive set of benchmarks and 
characterization of both artificial and real-world complex networks. We have performed a 
systematic comparison with 6 state-of-the-art methods to elucidate the pros and cons of the 
different methodologies. Our approach proved to be perfectly able to partition hierarchical 
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communities as identified by the modularity-based model. From the quantitative perspective, 
obtained more than 80% of Normalized Mutual Information, Leading Eigenvector Correlation, 
Normalized Variation of Information, and Normalized Mutual Information in four different 
topological characteristics, beating the other 6 methods. 

In this paper, a new approach to community detection in networks based on structural 
information - Density Criterion and Increasing Modularity - has been introduced. It is shown that 
the increasing modularity of the partition is achieved by the Density Criterion results of simple 
things i) and ii). At the same time, the resulting structure is the tree which represents the 
hierarchical organization of the community. This structure reflects information concerning a 
specific partition of the network and will help us to analyze it. The whole procedure consists of the 
simple things: computing a distance matrix, a dendrogram ordered by this distance, and simple 
rules for coloring it until it satisfies the Density Criterion results of simple things i) and ii). In order 
to give a thorough evaluation of their community identification approach, the study uses both 
internal and external evaluation measures. The significance of each kind of measure is as follows: 

- Independent Evaluation: Without requiring ground truth, internal measures assess the 
caliber of the identified communities. They assist in evaluating the algorithm's 
performance in light of the network's structure. 

- Density and Modularity: Density and modularity metrics assess how well-defined the 
communities are in terms of internal versus exterior connections, indicating how well the 
algorithm groups nodes. 

- Metrics for External Evaluation: Comparing external measures to established 
community structures enables the establishment of a ground truth comparison. This 
contributes to verifying the algorithm's efficacy in precisely detecting communities that 
correspond with established categories or the real world. 

- Larger Applicability: They contribute to the results' robustness and generalizability by 
illustrating how the method functions in various networks and community configurations. 

2 
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